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Abstract

In this competition, we construct a detection model utilizing deep learning meth-
ods. In deep learning, object detection models can be classified into one-stage and two-
stage methods. Recently, YOLO-based models have been considered state-of-the-art
in the realm of one-stage methods that exhibit high speeds in the inference process.
Conversely, RCNN-based models are well-known two-stage methods that demonstrate
high accuracy in inference. At the begining, we utilize YOLOVS to construct the base-
line model which results in a public score of 0.708642. Then, we implement augmen-
tation techniques and super-resolution as pre-processing methods. Moreover, we pro-
posed a novel small object augmentation (SOA) algorithm to generate more data. This
innovative method allows us to enrich our dataset with a large number of additional
samples, which can be used to improve the performance of our model. After conduct-
ing experiments, we obtain a public score of 0.736959. Finally, we develop a post-
processing algorithm that increases the public score to 0.739363 with the best private
score being 0.754987, which is a significant improvement. Our source code is avail-
able at https://github.com/AngusBB/Competition, and the model weights can be
downloaded from our Google Drive folder at https://drive.google.com/drive/
folders/1sCA3ifel1VMrB3eI59pjFryXG8k4LKE1Y7usp=sharing.

Keywords: Object Detection, Super-Resolution, Sliding Window, Data Augmentation,
Small Object Augmentation, Weighted Box Fusion, Kmeans.
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Chapter 1

Introduction

The competition dataset consists of 1,000 images that are divided into four categories:
car, hov, person, and motorcycle. The images have resolutions of either 1920 x 1080 or
1344 x 720, as shown in Figure 1.1. In order to train the best model, we use the cross-
validation technique to split the dataset into 900 images for training and 100 images for

validation. The public and private datasets for inference each contain 500 images.

(a) img0375 (b) img0875

Figure 1.1: Examples of two different size training images.

The training dataset has some defects, as shown in Figure 1.2. First, some labels are
not accurately marked which would lead to confusion and difficulty in training the model.
For example, many objects are labeled with the wrong class, preventing the model from
learning the correct associations between objects and their labels. Second, the bound-
ing boxes of some objects are only partially marked, which would lead to difficulty for
the model to identify the objects completely. Third, objects far from the camera are
not labeled, which would also lead to difficulty for the model to learn effectively. To
remedy these defects, we have relabeled the data to ensure that the labels are accurate
and complete. This helps improve the model’s performance and enables it to learn more

effectively.
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(a) Yellow van is labeled into hov (img0003) and car (img0029) in different im-
ages.

(b) Many bounding boxes of cars are either insufficient (yellow) or exceed (blue)
the object seriously.

(c) The extremely small and distant objects are not labeled.
Figure 1.2: Example of problems in training set.
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This competition presents two main difficulties, as shown in Figure 1.3. One is that
some objects are too small and blurry to easily recognize by the model. Another is that
images taken at an angle can cause the bounding boxes to be distorted and elongated. To
address these challenges, we use a super-resolution method to enlarge the images, which
improves their quality and makes it easier for the model to recognize the objects. Addi-
tionally, we have designed an algorithm that automatically generates augmentation data,
which can help the model improve its recognition of small objects. These approaches
help us overcome the difficulties of this competition and improve the performance of our

model.

(a) Objects in image are too small and blurry.

(b) The bounding boxes in image are stretched very long.

Figure 1.3: Examples of difficulties to image recognition in training set.



Chapter 2
Related Work

Object detection is a key technology in computer vision with various applications, such as
industrial production management, autonomous driving, and security surveillance. The
main goal of object detection is to identify and localize objects in an image or video. It
can be performed using either one-stage or two-stage models.

One-stage models, such as YOLO (You Only Look Once), are advantageous for their
fast prediction speed and are widely used in applications as real-time performance is
the main concern. However, they tend to have lower accuracy compared to two-stage
models. On the other hand, two-stage models, such as R-CNN (Regional Convolutional
Neural Network) [ 1] and its variants: Fast R-CNN [2], Faster R-CNN [3], and RetinaNet
[4], are advantageous for their high accuracy and are widely used in applications as pre-
cision is the main concern. These models typically involve two stages: a region proposal
stage, which generates a set of candidate object regions, and a classification and regres-
sion stage, which refines the object locations and predicts the class labels. We show the

architecture of the one-stage and two-stage models in Figure 2.1.

Figure 2.1: Architecture of detection model.

In recent years, object detection has become a popular research topic in Taiwan, with
many teams from both industry and academia working on the development and improve-

ment of models. In 2020, the team at Academia Sinica proposes YOLOv4 [5], which

10
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improves the accuracy of the one-stage model, and subsequently proposes YOLOR [6]
and YOLOV7 [7] to further improve efficiency and accuracy. We show the comparison

of the accuracy of the YOLO-based models in Figure 2.2.

Figure 2.2: Comparison for YOLO-based models.

After a series of experiments, we have found that YOLOVS [8] is the most stable and
accurate model among the YOLO variants. Based on this fact, we adopt it as the main
framework for our object detection tasks. We believe that YOLOVS has the potential to
greatly improve the performance of various applications in Taiwan’s industrial production

management.

11



Chapter 3

Methodology

3.1 Data Analysis

We plot the length and width of the bounding box as a scatter plot, shown in Figure [?].
As we can see, the distribution of hov’s points is scattered. This may be related to the
height and angle at which the image is captured. If the shooting angle is more inclined,
the bounding box may be stretched longer. In addition, we use the K-means algorithm
to classify the further scatter plots of the length and width of the bounding boxes of the
four categories, hoping to divide the categories into finer ones for training. However, it
was later found that the size of the bounding box of the same category in the same image
may also have a huge difference, so we gave up the idea of training the model separately

according to the size of the bounding box.

(a) Car. (b) How.

(c) Person. (d) Motorcycle.

Figure 3.1: Kmeans result for the bounding boxes of the height and width (pixels).

12
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In Figure 3.2, we show the area distribution of bounding boxes. The horizontal co-
ordinate represents the area of the bounding box, and the vertical coordinate represents
the quantity. As we can see in the bar chart, there are two images with a bounding box
area of 0, indicating errors in the original dataset. The majority of bounding box areas
are concentrated between 1,225 and 2,340. The blue bin represents the extreme values in
the distribution of bounding box areas, which may be due to the inclination of the image
during capture. This analysis allows us to understand better the distribution of bound-
ing box areas in our dataset and identify potential issues such as incorrect annotations or

distorted images.

Figure 3.2: Area distribution of bounding box (pixels).

13
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3.2 Data Pre-processing

Before the training process, we first normalized the images using z-score transformation.
This normalization technique helps to control the gray scale distribution of the images,
resulting in values that are centered around —5 to 5. This can speed up the convergence

of the model’s parameters and improve the stability of its predictions.

3.2.1 Super-Resolution

To increase the recognition rate of our model, we implemented a super-resolution method.
The general method for image resizing is the bilinear method, but to improve the clar-
ity of small objects in the image, we experimented with bicubic and deep learning-
based super-resolution models for comparison. Since most deep learning-based super-
resolution methods are supervised learning, we sought out additional dataset [9] to train
the super-resolution model. We tested the SRCNN [10] and EDSR [11] models and found
that the predicted results were similar to those obtained using bicubic. As a result, we

ultimately adopted the simpler bicubic method as a means of improving the resolution.

3.2.2 Sliding Window

The sliding windows method can reduce the computational complexity of the model and
therefore reduce the cost of training. However, when we try to use sliding windows for
training, we find that during the detection phase, large targets are easily split into two
small bounding boxes. Our solution is to use K-means, as described in Section , to find
images with large bounding boxes and resize them to a fixed size, then train them together
with other sliding window images. This approach avoids the issue of large targets being

split into multiple bounding boxes.

Figure 3.3: The result of image after applying sliding window.

14
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3.2.3 Data Augmentation

To prevent overfitting, we employed data augmentation techniques and divided the data
into four parts. This helped to ensure that our model was able to generalize well to unseen

data and improve its overall performance.

Standard Transformation

We use HSV transformation, random flipping, random rotation, random translation, ran-
dom scaling, and random shearing as the basic transformation. These techniques are
built into the YOLOVS5 algorithm and proved to be effective at preventing overfitting and

improving the model’s ability to generalize to new data.

Mosaic

Mosaic combines multiple training images into a single composite image in a specific
ratio. It can help the model to learn how to identify objects at smaller scales than it
normally would, which can be useful in improving its performance on tasks such as object
detection. Moreover, mosaic is particularly useful in training, as it significantly reduces
the need for a large mini-batch size, which can speed up the training process and improve

the convergence of the model.

Mixup

Mixup [12] is a data augmentation technique. It takes two samples from the training data
to create a new mixed sample by a convex combination of their image’s grayscale. It can

help the model generalize better to new data.

(a) Mosaic. (b) Mixup.

Figure 3.4: Results for the image after mosaic and mixup.

15
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Small Object Augmentation (SOA)

To address the difficulties problem discussed in Chapter 1, we have designed a novel
algorithm for generating small object data augmentation, which has been instrumental in

increasing the density of small objects in images. The algorithm is outlined below:
1. Random apply Mosaic, Affine transformation, Mixup and Flipping to the image.
2. Search for all bounding boxes with an area smaller than the specified threshold.
3. Randomly selected the objects that we wanted to copy and paste into the images.
4

. Copy and paste the selected small objects three times in random places and avoid

overlapping with other existing objects.

Figure 3.5: An illustration for small objects augmentation.

3.3 Model Architecture

The architecture of YOLOvV5 model, as illustrated in Table 3.1, which consists of three
main parts: the backbone, neck, and head. The backbone is responsible for extracting
features from the input image, the neck processes the extracted features and generates
a set of bounding boxes and class probabilities, and the head makes the final prediction

based on the output of the neck.

16
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Backbone CSPNet
Neck FPN
Head Dense Prediction

Table 3.1: Architecture of YOLOV5S

3.3.1 Cross Stage Partial Network (CSPNet)

Cross Stage Partial Network (CSPNet) [13] is based on residual block architecture, which
is used in object detection models to extract features. It can extract high-level features
from input images effectively. It uses skip connections, which enable the network to
bypass layers and incorporate low-level features from earlier layers into the final fea-
ture representation. CSPNet improves the model’s accuracy, so it’s suitable for use as a

backbone of detection model.

3.3.2 Feature Pyramid Networks (FPN)

The Feature Pyramid Network (FPN) [14] is a popular feature extractor used in object
detection models. It is capable of detecting objects at different scales, thanks to its ability
to use feature maps of different sizes. The smaller feature maps have larger receptive
fields, allowing them to capture more contextual information about the objects in the
input image. At the same time, the larger feature maps combine high-resolution and
low-resolution features using upsampling by addition, which improves the accuracy of

detecting small objects.

Figure 3.6: Architecture of FPN.

17
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3.3.3 Dense Prediction

The dense prediction produces the final object detection predictions for the bounding
boxes and class probabilities for each object in the input image. It includes several con-
volutional layers and additional components such as upsampling layers and concatenation

layers.

3.4 Loss Function

YOLOVS5’s loss consists of three main parts: box loss, object loss, and classification loss.

We introduce as follows.

3.4.1 Box Loss

The object loss measures the difference between the prediction bounding box and the
ground truth bounding box. It can help the model learn to find the object’s position
better.

YOLOVS5 model uses the Generalized Intersection over Union (GIoU) Loss [13] as
part of our IoU loss function, which is modified by the IoU. It helps to improve the accu-
racy of our object detection model by taking into account both the geometric relationship
between bounding boxes and the overlap between them. Let D be the prediction bound-
ing box and G be the ground truth bounding box. The GloU Loss is then defined as

follows:

Loiou(D,G) =1~ (IOU(D, Q) — W)

where (' is the smallest enclosing convex object which containing D and G.

3.4.2 Object Loss

The object loss in YOLOVS use binary cross-entropy (BCE) loss. Let y, i be the ground
truth category and predicted category. The BCE loss is defined as

Lpop(y,y) = —[ylogy + (1 —y)log(1 — 3)]

3.4.3 Classification Loss

The classification loss in YOLOVS use Focal Loss, which was proposed by Kaiming’s

team in 2017 [15]. Their team adjusts the cross-entropy by adding a coefficient that

18
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addresses the data imbalance problem. The focal loss is defined as

‘CFL(gv y) = —04(1 - ?jc)ﬂ/ 10g gca

where c is the category of y, ¢, is the probability of category c in § and o,y > 0 are

hyper-parameters.

3.5 Optimization

Optimization is a critical component of deep learning. Among the many optimization
strategies, stochastic gradient descent (SGD) is the most widely-used. Researchers have
proposed various algorithms to enhance the stability and efficiency of the optimization
process, including our competition’s choice: Stochastic Gradient Descent with Momen-
tum (SGDM). This algorithm is known for its stability and ability to converge to a rela-

tively good local minimum.

3.5.1 Stochastic Gradient Descent with Momentum (SGDM)

The SGD with momentum mechanism was proposed by Hinton et al. [16]. It is a linear
combination of the previous update gradient and the current gradient, which helps to

stabilize the optimization process. We can express the update processing as follows:

my = Bmy_1 + (1 — B)g

0 =01 —ymy

where 6; be the model parameters, g; be the gradient of 6, m; be the momentum, v be the

learning rate, and 8 > 0 be the hyper-parameter.

3.5.2 Learning Rate Schedule

To further improve the performance and help the model converge to a good local mini-
mum, we use a learning rate schedule. At the beginning of training, the warm up method
sets a lower learning rate to train for a few epochs. As is known, deep learning models
are highly sensitive to the initial weights. Therefore, if we choose a high learning rate, it
may cause instability in the resulting model. On the other hand, we adopt the cosine de-
cay to accelerate the convergence of the model. We display the cosine decay with warm

up mechanism as the follow:
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nmaxt/Twarm_up7 ift S Twarm_up
n(t) = :

Tmin + %(nmax - 77mm) (1 =+ cos (Mﬂ->> ) ift > Twarmﬁup

T*Twa'rmiup

where 7, 1S the maximum learning rate, 7),,;, is the minimum learning rate, ¢ is the

current iteration, T',qrm up 15 the warm up iteration and 7 is the total iteration.

3.6 Post Processing

First, we use a test-time augmentation (TTA) technique to generate multiple samples
with various transformations, including HSV transformation, random scaling, and ran-
dom rotation. We then use non-maximum suppression (NMS) [17] to eliminate redundant
bounding boxes and find the best boxes. Finally, we employ weighted box fusion (WBF)

[18] to aggregate all predictions, resulting in improved detection accuracy.

20



Chapter 4

Experiment Result

Figure 4.1 shows the box loss, object loss, classification loss, respectively. The z-axis
represents the epoch and the y-axis represents the loss. From the plot, we can observe that
the loss steadily converges. In addition, we display the confusion matrix of classification

result in Figure 4.2.

Figure 4.1: Loss curves of training data and validation data by using YOLOv5 model.

We also attempted to use the open-source mmdetection framework to implement the
two-stage CascadeRCNN [19] model in this competition. In order to enhance the capa-
bilities of CascadeRCNN, we employed the pre-processing techniques of YOLOX [20]
before beginning the training process. As shown in Table 4.1, with the mAP of the model
increasing by almost 0.1 after using the sliding window. Additionally, the use of Small
object augmentation resulted in an even greater increase of 0.2 in the mAP of both the
yolov5 and CascadeRCNN models. Despite these improvements, however, the two-stage

CascadeRCNN model still did not outperform yolov5.

21
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Model Aug. Resolution S.W. B.S. L.R. mAP@0.5:0.95
YOLOv5x6 Standard 1920 x 1920 8 0.1 0.51977
YOLOv516 Standard 2500 x 2500 8 0.1 0.52984
YOLOV5Sm6 Standard 3000 x 3000 8 0.1 0.53157
YOLOVS5s6 Standard 3840 x 3840 8 0.1 0.53287
YOLOv5I16 - 832 x 832 v 64 0.1 0.61529
YOLOVS516 SOA 1664 x 1664 vV 20 0.1 0.83071
CascadeRCNN  Standard 3840 x 2160 2 0.0025 0.55901
CascadeRCNN  SOA 1664 x 1664 v 10 0.025 0.74139

Table 4.1: Best result of validation data. Here, Aug. denote the data augmentation al-
gorithm. S.W. denote the sliding window technique. B.S. denote the batch size. L.R.
denote the learning rate.

Figure 4.2: The Confusion matrix of the classification result.

4.1 Evaluation Metric

The competition score uses Hmeanty,y as the evaluation metric, which is harmonic mean
of Recallyyy, Precisionry,y, and Scoregs. Let {D;} be the set of detection bounding
boxes, {G;} be the set of ground truth bounding boxes, N, be the number of the detection
bounding boxes, and N be the number of the ground truth bounding boxes. We give the

formulation of the metric score as follows:

¢ Recall of TIoU:

1 &
Recallry = N Z TIoU?ecall
Gzt
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where

GinD,| |G D
TI UReCaH: | 7 J % ? J
o |G U Dyl |Gil

¢ Precision of TIoU:

L

PI'eCiSiOI’lTIOU - § TIOUEreC]Slon
Np “ -
=

where

TI OUErecmon _

_lGnDy| ( [(D;NGR)\ (DjNGe NG
|G U Dyl

| D

* Distance Score:

No <_||Gi(g:,y)g Dj(:v,y)llg)

where C' is the given positive constant.

Based on the feedback from the public and private scores, we observed that a better
detection result for small objects results in a lower score. To improve the score, we submit
that performed weighted box fusion on the model that had the highest harmonic mean of
validation precision and recall scores with the baseline model, significantly reducing the

probability of small objects being detected and resulting in our highest private score.

Model Aug. Resolution  S.W. Confident Public Score Private Score
YOLOVS5I16 Standard 1400 x 2500 0.25 0.708642 -
YOLOVS5I16 Standard 1802 x 3250 0.25 0.711584 -
YOLOvV5x6 Standard 1400 x 2500 0.25 0.724100 -
YOLOvV5m6 Standard 2560 x 4550 0.2 0.730144 -
YOLOvV5m6 Standard 2560 x 4550 0.35 0.733960 -
YOLOvV5m6 Standard 2560 x 4550 0.35 0.736440 -
YOLOv5m6 Standard 2560 x 4550 0.4 0.736959 -
YOLOVS5I16 Standard 2160 x 3840 v 0.4 0.739363 -
YOLOVS5I16 SOA 3072 x 5376 v 0.4 0.724054 0.752086
YOLOVS5I16 SOA 3072 x 5376 v 0.4 0.724934 0.753749
YOLOVS5I16 SOA 3072 x 5376 v 0.4 0.730291 0.754976
YOLOVS5I16 SOA 3072 x 5376 v 0.4 0.725854 0.754987
CascadeRCNN Standard 2160 x 3840 0.4 0.604081 -
CascadeRCNN  SOA 2160 x 3840 Vv 0.4 0.660597 -

Table 4.2: Result of the public and private score. Here, Aug. denote the data augmenta-
tion algorithm. S.W. denote the sliding window technique in training process.
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4.2 Displaying of Prediction Results

In this section, we present our model’s finest result.

(a)

(b)

(©

Figure 4.3: Detection effectiveness of extremely small and distant objects.
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(a)

(b)

Figure 4.4: Detection effectiveness of severely cut objects
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(a)

(b)

Figure 4.5: Detection effectiveness of objects not recognizable by the human vision.
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(a)

(b)

Figure 4.6: Detection effectiveness of objects reflected in windows.
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Chapter 5

Conclusion

In this competition, we have implemented a state-of-the-art one-stage detection model
to build the baseline framework. Our goal was to develop a model that can accurately
detect small objects. To address some of the challenges presented by the training dataset,
we have implemented several strategies. As mentioned in Chapter 1, we have relabeled
the data to ensure that the labels are accurate and complete. This helps improve the per-
formance of the model and enables it to learn more effectively. In addition, we have used
the super-resolution technique to enlarge the images, which makes it easier for the model
to detect small objects. Moreover, We have also proposed a small object augmentation
(SOA) algorithm that generates additional samples, which further improves the model’s
ability to recognize small objects. To reduce the computation complexity of the model,
we have employed the sliding window technique, which allows us to train the model
more efficiently. It has improved the training speed of the model. For post-processing,
we have used TTA, NMS, and WBEF to further improve the performance of the model.
As shown in leaderboards in Figure 5.1, we have achieved a public score of 0.739363
and a private score of 0.754987 and are in the top 5 rankings in this competition, which

is an encouraging result.

(a) Public leaderboard. (b) Private leaderboard.

Figure 5.1: TBrain leaderboard.
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Appendix A

The Result for the Small Object
Augmentation (SOA)

Figure A.1: SOA img0001 3-2.
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Figure A.2: SOA img0001 4-1.
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Figure A.3: SOA img0009 6-2.
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Figure A.4: SOA img0011 4-3.
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Figure A.5: SOA img0011 6-1.
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Figure A.6: SOA img0012 3-2.
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Figure A.7: SOA img0012_3-2.
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Figure A.8: SOA img0012 2-1.
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Figure A.9: SOA img0015 5-1.
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Figure A.10: SOA img0016_1-1.
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Appendix B

Environment Setting

B.1 Operating System

We develop the code on various OS, such as macOS (Ventura 13.0.1) and Linux (Red Hat
Enterprise Linux Server release 7.8). All trainings are performed on a server equipped
with two NVIDIA Tesla A100 PCIe 40 GB GPUs.

B.2 Third Party Libraries

In this competition, we have utilized the following third-party libraries.

’ Library \ Version ‘
imagesize
sahi
scikit-learn
matplotlib >=33.2
numpy >=1.18.5
opencv-python | >=4.55.1
Pillow >=7.1.2
psutil
PyYAML >=5.3.1
requests >=2.23.0
scipy >=14.1
thop >=0.1.1
torch >=1.7.0
torchvision >=0.8.1
tqdm >=4.64.0
tensorboard >=24.1
pandas >=1.1.4
seaborn >=(.11.0
ensemble boxes

Table B.1: Version of libraries
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